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● (1705)

[Translation]
The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): Good

afternoon, everyone.

I call this meeting to order.

Welcome to meeting number 109 of the House of Commons
Standing Committee on Industry and Technology.

Today’s meeting is taking place in a hybrid format, pursuant to
the Standing Orders.

Pursuant to the order of reference of Monday, April 24, 2023, the
committee is resuming consideration of Bill C‑27, An Act to Enact
the Consumer Privacy Protection Act, the Personal Information and
Data Protection Tribunal Act and the Artificial Intelligence and Da‐
ta Act and to make consequential and related amendments to other
acts.

I’d like to welcome our witnesses today. From Amazon Web Ser‐
vices, we have Ms. Nicole Foster, director of global artificial intel‐
ligence and Canada public policy.

From Google Canada, we have Ms. Jeanette Patell, director of
government affairs and public policy. Also from Google, and par‐
ticipating by videoconference, we have Mr. Will DeVries, director
of privacy legal, as well as Ms. Tulsee Doshi, director of product
management.

From Meta, we have Ms. Rachel Curran, head of public policy
for Canada.

From Microsoft—
[English]

Mr. Brian Masse (Windsor West, NDP): On a point of order,
Mr. Chair, we're not getting interpretation.

The Chair: Mr. Masse, maybe you haven't checked the proper
thing, because it appears that here in the room members are getting
interpretation.

Mr. Brian Masse: Yes, I did. I've confirmed with this my staff,
who are also online.

A voice: The witnesses are shaking their heads.
The Chair: They're not getting interpretation as well.

It just so happens that we always have technical problems when
we have technology giants with us for some reason. I don't know
why.

Voices: Oh, oh!

The Chair: We'll try to figure out with the technical staff what's
happening. We'll suspend for a minute.

● (1705)
_____________________(Pause)_____________________

● (1720)

[Translation]

The Chair: Please excuse these technological inconveniences.

I will therefore continue the introductions.

From Microsoft, we have Ms. Amanda Craig, senior director of
public policy, Office of Responsible AI, as well as Mr. John
Weigelt, chief technology officer.

We thank all of you for being here today.

[English]

You all have five minutes for your opening statements.

We'll start with Amazon and Madam Foster.

[Translation]

Ms. Nicole Foster (Director, Global Artificial Intelligence and
Canada Public Policy, Amazon Web Services, Inc.): Thank you
for your invitation.

[English]

It's a privilege to be here as the committee conducts its study of
the AI and data act within Bill C-27.

AWS has a strong presence in and commitment to Canada. We
have two infrastructure regions here, in both Montreal and Calgary,
to support our Canadian customers, and we have plans to invest up
to nearly $25 billion by 2037 in this digital infrastructure.

Globally, more than 100,000 organizations of all sizes are using
AWS AI and machine-learning services. They include Canadian
start-ups, national newspapers, professional sports organizations,
federally regulated financial institutions, retailers, public institu‐
tions and more.
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Specifically, AWS offers a set of capabilities across three layers
of the technology stack. At the bottom layer is the AI infrastructure
layer. We offer our own high-performance custom chips, as well as
other computing options. At the middle layer, we provide the
broadest selection of foundation models on which organizations
build generative AI applications. This includes both Amazon-built
models and those from other leading providers, such as Cohere—a
Canadian company—Anthropic, AI21, Meta—who's here today—
and Stability AI. At the top layer of the stack, we offer generative
AI applications and services.

AWS continually invests in the responsible development and de‐
ployment of AI. We dedicate efforts to help customers innovate and
implement necessary safeguards. Our efforts towards safe, secure
and responsible AI are grounded in a deep collaboration with the
global community, including in work to establish international tech‐
nical standards. We applaud the Standards Council of Canada's con‐
tinued leadership here.

We are excited about how AI will continue to grow and trans‐
form how we live and work. At the same time, we're also keenly
aware of the potential risks and challenges. We support govern‐
ment's efforts to put in place effective, risk-based regulatory frame‐
works while also allowing for continued innovation and a practical
application of the technology.

I'm pleased to share some thoughts on the approach Bill C-27
proposes.

First, AI regulations must account for the multiple stakeholders
involved in the development and use of AI systems. Given that the
AI value chain is complex, recent clarification from the minister
that helps define rules for AI developers and deployers is a positive
development. Developers are those who make available general
purpose AI systems or services, and deployers are those who imple‐
ment or deploy those AI systems.

Second, success in deploying responsible AI is often very use
case- and context-specific. Regulation needs to differentiate be‐
tween higher- and lower-risk systems. Trying to regulate all appli‐
cations with the same approach is very impractical and can inadver‐
tently stifle innovation.

Because the risks associated with AI are dependent on context,
regulations will be most effective when they target specific high-
risk uses of the technology. While Bill C-27 acknowledges a con‐
ceptual differentiation between high- and low-impact applications
of AI, we are concerned that, even with the additional clarifica‐
tions, the definition of “high impact” is still too ambiguous, captur‐
ing a number of use cases that would be unnecessarily subject to
costly and burdensome compliance requirements.

As a quick example, there's the use of AI via peace officer, which
is deemed high impact. Is it still high impact if it includes the use of
autocorrect when filling out a traffic violation? Laws and regula‐
tions must clearly differentiate between high-risk applications and
those that pose little or no risk. This is a core principle that we have
to get right. We should be very careful about imposing regulatory
burdens on low-risk AI applications that can potentially provide
much-needed productivity boosts to Canadian companies both big
and small.

Third, criminal enforcement provisions of this bill could have a
particularly chilling effect on innovation, even more so if the re‐
quirements are not tailored to risk and not drafted clearly.

Finally, Bill C-27 should ensure it is interoperable with other
regulatory regimes. The AI policy world has changed and pro‐
gressed quite quickly since Bill C-27 was first introduced in 2022.
Many of Canada's most important trading partners, including the
U.S., the U.K., Japan and Australia, have since outlined very differ‐
ent decentralized regulatory approaches, where AI regulations and
risk mitigation are to be managed by regulators closest to the use
cases. While it's commendable that the government has revised its
initial approach following feedback from stakeholders, it should
give itself the time necessary to get its approach right.

Ms. Nicole Foster Leveraging emerging international norms and
technical standards will ensure that Canada's regulatory regime can
be interoperable with those of other leading economies and trading
partners. Ultimately, this will help enable global growth for
Canada's AI champions. In the meantime, we can and should ad‐
dress specific harms, like the risk of deepfakes for election disinfor‐
mation, by reviewing existing legislation and crafting specific
amendments where needed.

We are committed to sharing our knowledge and expertise with
policy-makers as they move forward to promote the responsible use
of AI. Thank you so much for the opportunity to be here today.

● (1725)

The Chair: Thank you very much.

I now yield the floor to Google for five minutes.
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Ms. Jeanette Patell (Director, Government Affairs and Public
Policy, Google Canada): Good afternoon, Chair and members of
the committee. My name is Jeanette Patell and I am the director of
government affairs and public policy for Google in Ottawa. I am
joined remotely by my colleagues Tulsee Doshi and Will DeVries.
Tulsee is a director and head of product in responsible AI at
Google. Will is a director on our privacy legal team and advises the
company on global privacy laws and data protection compliance.
We appreciate the invitation to appear today and to contribute to
your consideration of Bill C-27.

As the committee knows, this is important legislation, and im‐
portant legislation to get right.
[Translation]

Today, we will present a few remarks on the Consumer Privacy
Protection Act and the Artificial Intelligence and Data Act. We will
be very happy to answer your questions.

We will present our brief to this committee shortly. We will also
maintain our commitments regarding aspects that could be im‐
proved and ensure better results for businesses, innovators and
Canadian consumers.
[English]

When Canadians use our services, they are trusting us with their
information. This is a responsibility that we take very seriously at
Google, and we protect user privacy with industry-leading security
infrastructure, responsible data practices and easy-to-use privacy
tools that put our users in control.

Google has long championed smart, interoperable and adaptable
data protection regulations—rules that will protect privacy rights,
enhance trust in the digital ecosystem and enable responsible inno‐
vation. We support the government's efforts to modernize Canada's
privacy and data protection regulatory framework and to codify im‐
portant rights and obligations.

We also believe the CPPA would benefit from further considera‐
tion and targeted amendments in certain areas. For example, we
agree with others, like the Canadian Chamber of Commerce, that
consent provisions should be both clarified and tailored to more
consequential activities. We also highlight the need for a consistent
federal definition of “minors” and clearer protections for minors'
rights and freedoms. Improvements to these areas would maintain
and enhance Canadian privacy protections, make it easier for busi‐
nesses to operate across Canada and the world and enable contin‐
ued innovation throughout the economy.

Turning to the artificial intelligence and data act, as our CEO has
said, “AI is too important not to regulate, and too important not to
regulate well.” We are encouraged to see governments around the
world developing policy frameworks for these new technologies,
and we're deeply engaged in supporting these efforts to maximize
AI's benefits while minimizing its risks.

Google has been working on AI for a long time, including at our
sites in Montreal and Toronto, and in 2017 we reoriented to be an
AI-first company. Today AI powers Google search, translate, maps
and other services Canadians use every day. We're also using AI to
help solve societal issues, from forecasting floods to improving

screenings of diseases like breast cancer. Since 2018, our work with
these technologies has been guided by our responsible AI princi‐
ples, which are supported by a robust governance structure and re‐
view process. My colleague Tulsee has been at the centre of this
work.

[Translation]

Canada has an exceptional opportunity to leverage investments
in basic research and artificial intelligence. This committee will
contribute to developing a legislative framework for solid public
protection measures that will harness economic and societal bene‐
fits.

[English]

We welcome the government's efforts to establish the right
guardrails around AI, and we share some of the concerns that others
have raised with this committee. We believe the bill can be thought‐
fully amended in ways that support the government's objectives
without hindering AI's development and use.

There is no one-size-fits-all approach to regulating AI. AI is a
multi-purpose technology that takes many forms and spans a wide
range of risk profiles. A regulatory framework for these technolo‐
gies should recognize the vast range of beneficial uses and should
weigh the opportunity costs of not developing or deploying AI sys‐
tems. It should also tailor obligations to the magnitude and likeli‐
hood of harm specific to particular use cases. We believe the AIDA
should establish a risk-based and proportionate approach tailored to
specific applications and focused on ensuring global interoperabili‐
ty via widely accepted compliance tools such as international stan‐
dards.
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We hope to continue to work with the Canadian government, as
we have with governments around the world, to build thoughtful,
smart regulations that protect Canadians and capture this once-in-a-
generation opportunity to strengthen our economy, position Canadi‐
an innovators for success on the global stage and drive transforma‐
tional scientific breakthroughs.

Thank you again for the invitation to appear. We look forward to
answering your questions and continuing this important conversa‐
tion.
[Translation]

The Chair: Thank you very much, Ms. Patell.

I now give the floor to Ms. Curran, from Meta.
[English]

Ms. Rachel Curran (Head of Public Policy, Canada, Meta
Platforms Inc.): Thank you, Mr. Chair.

My name is Rachel Curran and I'm the head of public policy for
Meta in Canada. It's a pleasure to address the committee this after‐
noon.

Meta supports risk-based, technology-neutral approaches to the
regulation of artificial intelligence. We believe it's important for
governments to work together to set common standards and gover‐
nance models for AI. It's this approach that will enable the econom‐
ic and social opportunities of an open science approach to AI and
also bolster Canadian competitiveness.

Meta has been at the forefront of the development of artificial in‐
telligence for more than a decade. We can talk about that later dur‐
ing this hearing. This innovation has allowed us to connect billions
of people and generate real value for small businesses. For our
community, AI is what helps people discover and engage with the
content they care about. For the millions of businesses, particularly
small businesses, that use our platforms, our AI-powered tools
make an advertiser's job easier. That's a real game-changer for
small and medium-sized businesses that are looking to reach cus‐
tomers who are interested in their products.

In addition, Meta's fundamental AI research team has taken an
open approach to AI research, pioneering breakthroughs across a
range of industries and sectors. In 2017 we launched our AI re‐
search lab in Montreal to contribute to the Canadian AI ecosystem.
Today, Meta's global research efforts are led by Dr. Joelle Pineau, a
world-leading Canadian researcher and a professor at McGill Uni‐
versity. She is the one who heads up Meta's global AI research ef‐
forts.

Our Canadian team of researchers has worked on some of the
biggest breakthroughs in AI, from developing more diverse and in‐
clusive AI models to improving health care accessibility and patient
care, which have benefited communities in Canada and abroad.
This work is shared openly with the greater research community, a
commitment to open science and a level of transparency that helps
Meta set the highest standards of quality and responsibility and ulti‐
mately build better AI solutions.

We applaud Canada's leadership on the development of smart
regulation and guardrails for AI development, particularly through

its leadership on the Global Partnership on AI and the G7 process.
We strongly support the work of this committee, of course, and the
initial aim of Bill C-27, which is to ensure that AI is developed and
deployed responsibly while also ensuring that global regulatory
frameworks are aligned, maintaining Canada's status as a world
leader in AI innovation and research.

We think AI is advancing so quickly that measures focused on
specific technologies could soon become irrelevant and hinder in‐
novation. As we look to the future, we hope that the government
will consider a truly risk-based and outcome-focused approach that
will be future-proof. In that regard, we would flag a few specific
concerns with Bill C-27.

First, one proposed amendment from the minister to this bill
would classify content moderation or prioritization systems as
“high-impact”. We respectfully disagree that these systems are in‐
herently high risk as defined in the legislation, and suggest that the
regulation of risks associated with content that Canadians see on‐
line would be better dealt with in pending online harms legislation.

Similarly, we think the proposed regime for general purpose AI
is not appropriately tailored to risk and more closely resembles the
requirements for truly high-impact systems. We suggest that the
obligations for general purpose AI should be harmonized with in‐
ternational frameworks, such as the ongoing G7 Hiroshima process,
which I referenced earlier, the White House voluntary commit‐
ments and OECD work on AI governance.

Lastly, we'd flag the audit and access powers contemplated by
Bill C-27. We think they are at odds with existing frameworks—for
example, with the approach by other signatories of the Bletchley
Declaration arising out of the recent U.K. AI safety summit. That
includes the U.S. and the U.K. Again, we'd encourage Canada to
pursue an approach that preserves privacy and is consistent with
global standards.
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● (1730)

Members, we believe that Meta is uniquely poised to solve some
of AI's biggest problems by weaving our learnings from our world-
leading research into products that billions of people and businesses
can benefit from while continuing to contribute to Canada's vibrant,
world-leading AI ecosystem.

We look forward to working with this committee and to answer‐
ing your questions.

Thank you.
[Translation]

The Chair: Thank you very much.

I now give the floor to Ms. Craig, from Microsoft.
[English]

Ms. Amanda Craig (Senior Director of Public Policy, Office
of Responsible AI, Microsoft): Thank you, Mr. Chair and commit‐
tee members for the opportunity to testify.

At Microsoft, we believe in the immense opportunity that AI
presents to contribute to Canada's growth and to deliver prosperity
to Canadians. To truly realize AI's potential and to improve people's
lives, we must effectively address the very real challenges and risks
of using AI without appropriate safeguards. That's why we have
championed the need for regulation that navigates the complexity
of AI to strengthen safety and to safeguard privacy and civil liber‐
ties.

Canada has been a leader in putting forward a framework for AI,
and there are positive aspects of the legislative framework that pro‐
vide a helpful foundation going forward. However, as it currently
stands, Bill C-27 applies the rules and requirements too broadly. It
regulates both low-risk and high-risk AI systems in a similar way
without adjusting requirements according to risk, and it includes
criminal penalties as part of the enforcement regime.

Not all risk is created equal. Intuitively we know that, but it can
be difficult to determine risk levels and adjust for them. In our
view, the set of rules and requirements in the AIDA should apply to
AI systems and used where the level of risk is high. For example,
the AIDA applies the same rules and regulatory obligations to a
high-risk system, such as AI that is used to determine whether to
approve a mortgage, and to a low-risk system, such as AI that is
used to optimize package delivery routes.

Applying the rules and requirements too broadly has several im‐
plications. Businesses in Canada, including small and medium-
sized businesses, will need to focus on resource-intensive assess‐
ment and third party audits even for low-risk, general purpose sys‐
tems, rather than focusing on where the risk is highest or on devel‐
oping new safety systems. A restaurant chain and its AI system for
inventory management and food waste reduction will be subject to
the same requirements as facial recognition technology. This will
spread thinly the time, money, talent and resources of Canadian
businesses. It will potentially mean finite resources are not suffi‐
ciently focused on the highest risk.

Canada's approach is also out of step with that of some of its
largest trading partners, including the U.S., the EU, the U.K., Japan

and others. In fact, the Canadian law firm Osler has published a
comparison of the AIDA with the EU's AI Act, which I'll be happy
to submit to the committee. The comparison includes 11 examples
where Canada has gone further than the EU, creating a set of
unique requirements for businesses operating in Canada.

Going further than the EU does not mean that Canadians will be
better protected from the risks of AI. It means that businesses in
Canada that are already using lower-risk AI systems could face a
more onerous regime than anywhere in the world. Instead, Canadi‐
ans will be better protected with more targeted regulation. By en‐
suring that the AIDA is risk-based and provides clarity and certain‐
ty on compliance, Canada can set a new standard for AI regulation.

We firmly believe that with the right amendments, it is possible
to strike the right balance in the AIDA. You can achieve the crucial
objective of reducing harm and protecting Canadians, and you can
enable businesses in Canada to be more confident in adapting AI,
which will provide enormous benefits for productivity, innovation
and competitiveness.

In conclusion, we would recommend, first, better scoping of
what is truly high-impact AI. Second, we recommend distinguish‐
ing the levels of risk of AI systems and defining requirements ac‐
cording to that level of risk. Third and finally, we recommend re‐
thinking enforcement, including the use of criminal penalties,
which is unlike any other jurisdiction in the OECD. This would al‐
so ensure that Canada's approach is interoperable with what other
global leaders, such as the EU, the U.K. and the U.S., are doing.

We are happy to provide this committee with a written submis‐
sion detailing our recommendations.

● (1735)

Thank you, Mr. Chair. We look forward to your questions.

The Chair: Thank you very much.
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To start the conversation, I'll yield the floor to MP Perkins for six
minutes.

Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank
you, Mr. Chair.

Thank you, witnesses.

I'm going to start at a fairly high level, because we have the
world leaders in AI before us today.

It's a pretty special committee meeting among a whole series of
special meetings we've had on this bill, but we have Amazon,
Google, Meta-Facebook and Microsoft before us. You guys are the
world leaders and are putting the most money in everywhere.

This bill was tabled almost two years ago. Just give a yes or no:
Were any of your companies consulted on this bill before the bill
was tabled?

Please go one at a time.
Ms. Nicole Foster: No, we were not consulted before the bill

was tabled.
Ms. Rachel Curran: No, we were not consulted.
Ms. Amanda Craig: No, not before the bill was tabled.
Ms. Jeanette Patell: To my knowledge, we were not consulted.
Mr. Rick Perkins: I find it shocking, frankly, that you wouldn't

have been consulted. You've had meetings, I assume, since the bill
was tabled, because the minister claims 300 meetings, although
most of them were with academics and think tanks. In those meet‐
ings, did you propose any specific amendments to the bill?

I'll go through this one at a time in the same order.
Ms. Nicole Foster: Further to my remarks, we did advocate that

there was a need for greater clarity for developers and deployers in
defining their responsibilities in the act—

Mr. Rick Perkins: Were there actual amendments?
Ms. Nicole Foster: That specific amendment was, I feel, a re‐

flection of our comments. Regarding other specific comments, what
we don't think was heard was the need to really differentiate be‐
tween what's high and low impact more clearly and the need for
better clarity around the criminal provisions.

Ms. Rachel Curran: We also raised the concerns that I raised in
my opening statement about content moderation and prioritization
systems. Essentially, the content Canadians are seeing online—
● (1740)

Mr. Rick Perkins: I'll come back to that one.
Ms. Rachel Curran: —should not be scoped in as high risk, so

we raised that with department officials, absolutely. We raised our
concerns around remote access. We also raised concerns around the
specific obligations for general purpose AI systems.

We have raised the issues I raised in my opening statement.
Ms. Amanda Craig: We have also had the opportunity to pro‐

vide input since it was tabled, and we shared proposed amendments
and fixes similar to what I raised in my opening remarks with re‐
gard to the need for a focus on high risk, for rethinking enforce‐

ment and for thinking about the requirements being differentiated
based on risk.

Ms. Jeanette Patell: We've shared our concerns with the pro‐
posed text, and we will be pleased to share specific amendments
with all committee members.

Mr. Rick Perkins: That was going to be my next question. If
you proposed wording for amendments, could you please share that
with the committee?

Ms. Jeanette Patell: Of course.

Mr. Rick Perkins: A number of you mentioned interoperability.
How is it possible to be interoperable with other countries when
other countries don't have legislation on this?

Go ahead, Ms. Curran.

Ms. Rachel Curran: This is a really good question.

Look, I understand that Canada wants to act quickly to regulate
AI. The original form of the bill, which was a very high-level
framework and would have allowed a lot of these issues to be dis‐
cussed and finalized during the regulation-making process, would
have allowed us, allowed Canada, to align with other international
jurisdictions. The problem is that the amendments the minister has
proposed to the bill in his letters to the committee take a position on
all of the issues that are currently under discussion in international
forums as part of the G7 process, as part of the Bletchley Declara‐
tion and as part of the OECD process. Other jurisdictions, our peer
jurisdictions, are discussing these issues now.

The minister's proposed amendments, if accepted by this com‐
mittee, are going to box Canada into a regulatory framework that
may look very different from the one that emerges from interna‐
tional discussions. That is really our concern—not the original text
of the bill, but the amendments proposed by the minister.

Mr. Rick Perkins: Right. Originally, the bill only dealt with
high-impact systems without a definition. My problem with this bill
was that everything was originally in regulation, including the defi‐
nitions and the policing, except for the penalties. Of course, they
knew how to penalize something they couldn't define in the bill.
That's been replaced with two more definitions: “general impact”
and “machine learning”.
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Regarding what's high impact, you reference that they have in‐
cluded a definition in a schedule that they can amend by regulation
after the bill passes. Number four is, I think, the one that speaks to
the moderation of content. Is this a backdoor way to do Bill C-11?

Ms. Rachel Curran: Yes, and I'm not sure if that's deliberate or
not.

Really, we think this is better dealt with in the context of the
pending online harms legislation. This will determine what Canadi‐
ans see online, whether it's something that appears in your social
media feed or your YouTube recommendations. It's even something
as innocuous as a Canadian company deciding how to rank camp‐
ing gear for purchase by Canadians using an automated system.

The regulatory obligations proposed in this bill are really going
to impact the way those systems work. We think this is better dealt
with in a context where we can have a free, robust discussion about
where the line should be drawn in terms of the content that Canadi‐
ans see. I know department officials have said that this provision is
designed to deal with misinformation, for instance. Let's have a dis‐
cussion about where that line should be drawn in the context of a
bill that's designed to deal with that.

Mr. Rick Perkins: Ms. Craig, you mentioned low risk. Low risk,
in other words, is now being classified—I presume a lot of it—as
general purpose.

I use an example from my riding. I have a seafood company in
my riding that's using AI to determine whether something is a surf
clam or scallop and what direction it should be in before it goes in‐
to the machine to be shucked. If it was used by other companies
and got sold, that would fall under general purpose.

It seems like it's excessive. Is there any AI that wouldn't fit into a
“general purpose” definition?

Ms. Nicole Foster: I think we should apply the same approach to
high risk versus low risk, even when we're talking about general
purpose systems. The same technology you're talking about can be
in a high-risk context or a low-risk context. Even visual search, for
example, is using computer vision technology or facial recognition
technology. There can be a very low-risk context for general pur‐
pose systems or high-risk. I think we need to apply the same kind
of lens around high or low risk.

To go back to your question about making our legislation more
interoperable internationally, the best shortcut we have for that is to
really lean on the work being done by international standards orga‐
nizations and bodies to determine what the right standards are for
how these systems are deployed and designed. By referencing those
instead of creating bespoke Canadian regulations, it provides a
huge enablement to Canadian companies that want to be able to
scale globally, whether they're using AI or not.
● (1745)

Mr. Rick Perkins: Are we too early?
Ms. Nicole Foster: You can create the framework for those

things now and then reference those pieces as they evolve. We're
going to see a number of international standards that will probably
be published in the next few months. That work is happening at a
very rapid pace. Again, the technology is also evolving at a very
rapid pace. I think you want to give yourself flexible frameworks

and allow the international technical work to inform what Canada
will have to rely on as well.

Ms. Amanda Craig: Going back to your original question, that
was the exact point I was trying to make in referencing low-risk
systems. In the legislation, they're referred to as general purpose
systems, but they are quite broadly defined to contemplate technol‐
ogy that's used for multiple different purposes or activities. That
could encompass quite a broad swath of technology. As Nicole
said, technology used in low-risk or high-risk circumstances may
end up being treated similarly by being impacted by requirements,
even if it's just used in a low-risk context.

The Chair: Thank you very much.

We'll now turn to MP Sorbara for six minutes.

Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.):
Thank you, Chair.

Welcome, everyone.

It's not lost on me that as you folks are giving your presentations,
literally millions if not hundreds of millions of people—your
clients or customers—are using your services as we do this panel.
They are benefiting from those services for productivity purposes
and being connected. Obviously, AI is driving a lot of that.

There are a lot of positives going on with artificial intelligence
that people benefit from every day without even thinking twice
about it. It's something that we obviously are looking at and have
looked at for two years now. It requires, in my view, guardrails, if I
can use that term, or safeguards.

A few terms have been brought forth: content moderation or
ecosystem, and high impact versus low impact. I'm going to try to
keep this at a high level.

In terms of the differentiation between high-impact and low-im‐
pact systems, where is the right balance? I'll take us back to an ac‐
counting approach, where you have principles that are very pre‐
scriptive. How do we strike a balance between high impact and low
impact when we're reviewing AI so that we're not spending a ton of
bureaucracy or time capturing the low-impact systems, which in
and of themselves are quite beneficial for consumers and compa‐
nies?
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I'll start with Nicole; then we can go across and go online.
Ms. Nicole Foster: I think we would start with a meaningful de‐

cision that may impact an individual's human rights or health and
safety. We would probably start with that as the basic definition. It
is an area where I think considerable debate went on in the EU to
clearly define what those exact use cases are.

There are even low-risk systems that you would want to.... You
wouldn't even regulate all high-risk systems the same way. The
questions you would ask would be different, and the risk assess‐
ments you would do would be different.

Mr. Francesco Sorbara: Just before we go to Rachel, I did write
down that in your comments, Nicole, you said that high impact is
currently “too ambiguous”.

Ms. Nicole Foster: Yes. There are a lot of use cases. A lot of
times, for example, health care will be viewed as a high-impact use
case, or human resources and recruiting will. If you use a video
conferencing platform to conduct a job interview, you are using AI,
and I would argue that that's not a high-risk use case. The system is
identifying a face. It may be blurring a background. It may have—
● (1750)

Mr. Francesco Sorbara: I don't want to cut you off, but I do
want to hear from the others.

I'll hear from Rachel, Amanda and then John, please.
Ms. Rachel Curran: I would agree with that. I think it's the def‐

inition of “harm”. If you set a threshold of material harm in various
areas, you're going to almost certainly capture high-impact use cas‐
es. For instance, we've dealt with the delivery of health care ser‐
vices, but Nicole referenced human rights issues, so it adds that tar‐
get. Accommodation, employment or credit opportunities raise hu‐
man rights issues and should probably be defined as high impact.

I don't think you have to capture every possible use case, but if
you at least set a legal threshold of material harm, you're going to
capture most high-impact cases.

Ms. Amanda Craig: I think it's a really hard but important ques‐
tion. At Microsoft, we've been contemplating this as well. We've
been establishing our own internal governance program and under‐
standing how we calibrate an application of our requirements in
that governance process to higher-risk scenarios.

We have developed three categories of what we call “sensitive
uses” internally at Microsoft.

The first is any system that has an impact on life opportunity or
life consequences. In that category, we think about systems that im‐
pact opportunities for employment, education or legal status, for
example.

The second category is any system that has an impact on physi‐
cal or psychological safety. Think about safety-critical systems in
the context of critical infrastructure, for example, or systems that
might be used by vulnerable populations.

The third category is any system that has an impact on human
rights.

I do think it's useful to have a framework to think about triggers
for higher risk and then, where there is readiness to go further, to

think about some of the more specific sorts of use cases like educa‐
tion and employment. That is represented in some of the high-im‐
pact examples in the AIDA as well. Then it's also to recognize that
there is going to be a need to evolve and to put guardrails in place
for how you think about the high-impact systems and the examples
evolving over time. It's about not just having an open-ended pro‐
cess but also thinking about what the triggers are going to be for
meeting that bar going forward.

Mr. Francesco Sorbara: Thank you.

I'd like to go to Google.

There were some documents you were going to send to the com‐
mittee. A few people mentioned that. If you can send them, that
would be great. Any background information is worth it.

Can we get Google to comment quickly?

Ms. Jeanette Patell: I think I would echo a lot of the comments
from my counterparts and point in particular to the definition of
“harm”, because I think that could solve a lot of issues here. If you
have a test of material harm, that can resolve exactly what the
threshold is for both the identification and mitigation of risks asso‐
ciated with specific use cases for AI systems.

Right now, the definition simply says harm includes psychologi‐
cal harm or economic harm, but there's no calibration for what
harm is really defined as, nor a test for that.

[Translation]

The Chair: Thank you.

Mr. Garon, you have the floor.

Mr. Jean-Denis Garon (Mirabel, BQ): Thank you, Mr. Chair.

I thank all the witnesses for being here today.

As a citizen and consumer, I like your products and I use them.
As a person always lost while driving, I am especially happy that
your services exist. You spoke ad nauseam of all the advantages
these services offer to us. We like them. What can I say? That’s
how it is.
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I’ll come back to the question from my colleague, Mr. Sorbara,
because I found it very interesting. We are talking about high-im‐
pact, low-impact, high-risk and low-risk systems. We are talking
about rapidly evolving technologies. I understand that some tech‐
nologies can have different uses, which makes the situation a little
complex. I understand your message about very set definitions in
the bill on what does or doesn’t have a high impact, and that in cer‐
tain respects, you differ on those definitions. That’s entirely legiti‐
mate.

Isn’t it normal for legislators, who are elected by the public, and
the government, which wants to protect the public, to have defini‐
tions that differ from the industry’s when it comes to the terms
“high impact”, “low impact”, “high risk” and “low risk”?

Given that our roles are not the same, isn’t it legitimate for us not
to have the same definition?

● (1755)

[English]
Ms. Nicole Foster: It's perfectly legitimate for legislators to

have a different view of high- versus low-impact AI. I think the
point of the discussion is to try to make sure that the finite re‐
sources Canadian companies have are not used unnecessarily to do
really complex assessments where they may not be necessary.

To give a bit more context to that, some risk assessments are ac‐
tually in the millions of dollars to complete. They're very complex,
and they require a lot of due diligence and information. Once
you've completed that risk assessment, you likely want it audited by
a third party in very high-risk use systems. That is not a small un‐
dertaking, especially for small companies and start-ups looking to
start up their new business.

[Translation]
Mr. Jean-Denis Garon: We sometimes interrupt the witnesses

because our speaking time is so limited.

Some witnesses told us it might be useful to have a federal reg‐
istry of broad generative models. For example, companies would be
required to add certain codes or certain models to the registry, eval‐
uate the risks and present a risk mitigation plan to the government
based on the model and its uses.

If I understand correctly, you think it is too complex.

[English]
Ms. Nicole Foster: It's actually not effective. It's not that it's too

complex; it isn't necessarily going to be an effective way to evalu‐
ate whether a system operates appropriately for that use case.

What we do for customers is provide good, clear information
about recommended use cases for the models we offer to cus‐
tomers. The only way to evaluate how a model performs appropri‐
ately for your use case is to test it.

In that testing process with your data, you're going to be able to
test and evaluate if it's performing appropriately for you use case.
Just throwing up a bunch of models is not going to be that effective
in giving us that information.

[Translation]

Mr. Jean-Denis Garon: I understand.

Ms. Curran, I’d like to ask you a question about something you
said.

[English]

Ms. Rachel Curran: Yes. I'm sorry. I want to—

[Translation]

Mr. Jean-Denis Garon: Please let me ask it.

We talked about content moderation. One of my colleagues
asked you if content moderation boils down to deciding what Que‐
beckers and Canadians see on the internet.

The content we see on your platforms is not random. It is very
deterministic and based on what people looked at before, for in‐
stance. It causes a lot of worry among a lot of people.

I’d like you to give us a clear answer on this matter. Do you
think your company also chooses what people see on the internet?

[English]

Ms. Rachel Curran: Yes, it does. We pick up signals from what
people are interested in, largely. We've applied a lot more trans‐
parency and control around that for our users. You can click on a
piece of content and go to “Why am I seeing this?”, and you can
find out what signals our systems are reading in order to show you
that particular piece of content.

We're trying to give users a lot more control over that. You're
right that our systems decide what's most relevant and most inter‐
esting to our users. Our fear is that with an onerous regulatory sys‐
tem applied to that kind of content prioritization, ultimately, it's go‐
ing to be up to government regulators what we should be showing
to Canadians.

[Translation]

Mr. Jean-Denis Garon: I understand, Ms. Curran, but you said
you were in favour of a somewhat American approach, such as the
White House voluntary commitments for artificial intelligence, and
that these commitments might be worthwhile.

Do you think that a voluntary approach, self-regulation, could be
successful? Do you think that a citizen can trust in what they’ve
seen in the past and believe in the industry’s ability to self-regulate
in the absence of a crisis?
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[English]
Ms. Rachel Curran: No, I don't think self-regulation is the right

approach. As someone who has worked in government for a lot of
years, I'm a fan of smart regulation. The issue is what kind of regu‐
lation is applied and how those issues are debated. The government
has indicated that it's in the process of preparing an online harms
bill, and we think that's the context in which to debate where that
line should be drawn.

We have always said to governments, “You tell us what you de‐
fine as disinformation or misinformation, and we'll make sure we
enforce against those rules.” That would be a lot easier for us than
engaging in an internal debate—which we do daily—around where
the line should be drawn and what content we should allow on our
platforms.

We are very happy to engage in those discussions, and we would
love policy-makers and decision-makers to set those rules for us,
but there needs to be an open and robust public debate around
where the line should be drawn. In this case—and I think another
member referenced this—it looks like content regulation through
the back door, and it doesn't really allow for an open, informed and
public debate around where to draw the line for what's acceptable
content online.
● (1800)

[Translation]
Mr. Jean-Denis Garon: I know my time will be cut short during

my next turn.

Based on what you are telling us, the approach you support is to
pass online hate legislation that would lead to the same outcome,
but it would not be a way to regulate what people see on the inter‐
net through the back door.

Is that not a somewhat contradictory way of looking at the situa‐
tion?

[English]
Ms. Rachel Curran: No, I don't think so. We would like govern‐

ment, if it's willing, to regulate content issues. Those are sensitive
issues. They're constitutionally sensitive issues. There are federal
and provincial aspects to that kind of discussion, so if government
wants to regulate in those areas, let's have that discussion and let's
have it openly.

I think if we're asked to regulate content through a provision in
an AI regulation bill, it's not going to allow us to explain why we're
showing particular content to Canadians or why we're restricting
particular content from Canadians on the grounds that it's misinfor‐
mation or disinformation. That's not fair to our users. It's not fair to
Canadians that they won't understand why we're taking those deci‐
sions.

[Translation]
Mr. Jean-Denis Garon: Thank you, Ms. Curran.
The Chair: Thank you very much, Mr. Garon.

Mr. Masse, you have the floor.

[English]

Mr. Brian Masse: Thank you, Mr. Chair.

Thank you to the witnesses.

Just for public awareness and to my colleagues, I will be tabling
a motion, not for debate for today but for a subsequent meeting, and
looking for feedback and whether there are amendments. It says:

That pursuant to Standing Order 108(1), the committee send for, from the auto
manufacturers Ford Motor Company of Canada, Limited, General Motors of
Canada Company, and Stellantis (FCA Canada Inc.), BMW Group Canada Inc.,
Honda Canada Inc., Hyundai Auto Canada Corp., Jaguar Land Rover Canada
ULC, Kia Canada Inc., Maserati Canada Inc., Mazda Canada Inc., Mercedes-
Benz Canada Inc., Mitsubishi Motor Sales of Canada, Inc., Nissan Canada Inc.,
Porsche Cars Canada Ltd., Subaru Canada, Inc., Toyota Canada Inc., Volkswa‐
gen Group Canada Inc. and Volvo Car Canada Ltd., a comprehensive report on
their strategies and initiatives taken to date and on further actions aimed at im‐
proving security features to address auto theft in Canada; and that the documents
be submitted to the committee within five working days.

We have done this before at this committee. The reason I'm sug‐
gesting we do it is that I don't want to turn this entirely over to Pub‐
lic Safety or Transport because of the amount of money that's going
through this file to the auto industry. It won't take committee time,
but we'll be able to figure out whether or not we might want to have
a more comprehensive study about that issue in the future.

I'm looking forward to seeing if any of our colleagues have
amendments to that. It will be in your mailboxes tomorrow morn‐
ing.

The first thing I want to ask relates to an issue we have here: Ei‐
ther we trust the bill through regulation and a bit of vagueness, or
we trust the industry by not having any legislation. That could
mean upwards of five years, quite potentially...depending upon Par‐
liament and how long it lasts. Even if it doesn't last, to get some‐
thing through would take a lot of time, so we have a decision to
make.

Ms. Curran, you mentioned that you were in public policy be‐
fore. I think you worked for Prime Minister Harper, if my memory
is correct, as director of policy. In July 2019, the U.S. Federal Trade
Commission imposed a record $5-billion fine against Facebook for
deceiving users in their ability to control the privacy of their per‐
sonal data. First, in that case—and I don't know—were Canadians
having the same problems that Americans were? Second, why
would we just trust that no public policy would be the best policy at
the moment versus the bill?

Ms. Rachel Curran: Thank you for that question, Mr. Masse.

I don't think we are arguing that there should be no legislative
framework. Our position may differ a bit from those of my col‐
leagues here on that. I think the bill, in its original form as its writ‐
ten now, minus some of the amendments that have been proposed
by the minister, is actually quite good and quite workable.
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I understand the political imperatives here. I understand the con‐
cern the public has for generative AI products in particular. I think
it is incumbent upon the government and decision-makers to put
some kind of guardrails, as Mr. Sorbara talked about, around the
development and deployment of AI. Our only caution is that
Canada not do that in a way that's so far out of alignment with other
jurisdictions that it's going to have a negative impact on the devel‐
opment and deployment of AI in this country.
● (1805)

Mr. Brian Masse: On that issue, I mentioned the Federal Trade
Commission. How much was allocated to Canada for reparations?
Did a reciprocal amount come to Canada?

You're asking for some harmonization here with other countries.
In that particular case, there was $5 billion. Were there any repara‐
tions to Canadians who were affected by the breach the U.S. Feder‐
al Trade Commission noted? We actually get money sometimes,
even from consumer abuse in the United States, through a number
of different processes. Did any money come to Canada for that
breach of trust?

Ms. Rachel Curran: I don't know the answer to that, Mr. Masse,
but we will follow up to get you that information.

Mr. Brian Masse: I appreciate that.

I want to move now to Ms. Foster.

You mentioned criminal provisions. Again, this is part of the
challenge we're faced with. In July 2020, Amazon was hit with a
record fine of almost $900 million U.S. by the European Union for
processing personal data in violation of the GDPR rules for privacy
violations.

In that particular case, were Canadians under the same privacy
violation that citizens under the GDPR got reparations for? Did
Canada get any reciprocal treatment for the privacy violations that
may have taken place?

Ms. Nicole Foster: I'm not aware of the particulars of that case.
I'm also here on behalf of Amazon Web Services as opposed to
Amazon, so it's more difficult for me to answer.

Mr. Brian Masse: Would the Amazon case with the U.S. Feder‐
al Trade Commission be something you're familiar with? That's
with regard to delivery drivers and the period of two and a half
years...where there was a settlement. Is that one you'd be familiar
with?

Ms. Nicole Foster: My expertise is in AI for Amazon Web Ser‐
vices as opposed to Amazon. I don't have that expertise.

Mr. Brian Masse: I appreciate that. I'm not trying to put you in
an awkward spot, but you mentioned the criminal provisions.

I have a list of fines and penalties against Amazon in the United
States from the Federal Trade Commission for that. Part of what we
have to decide here is some of those elements. Canada, quite
frankly, isn't getting the same treatment for its citizens.

I'll move to Microsoft.

Microsoft has agreed to pay $3 million in fines for selling soft‐
ware to sanctioned entities and individuals in Cuba, Iran, Syria and
Russia from 2012 to 2019. The U.S. Department of the Treasury

says that the majority of these apparent violations involved blocked
Russian entities.

To Microsoft, is some of that activity still taking place or is that
now completed? How can we be entirely trusting if there are no
regulations related to AI, there's a waiting period to do something
and we hear of cases like that?

Ms. Amanda Craig: Unfortunately, I also don't have the exper‐
tise to respond to your question about this specific case.

I will say that, from our perspective, there is an opportunity to
still move forward with this legislation and to do so in a way that's
swift and that addresses real concerns that exist about AI, deploy‐
ment and high-risk scenarios. It's by making adjustments to the
amendments around approaching high-impact systems and defining
requirements for the general purpose or lower-risk systems.

Mr. Brian Masse: I'm sorry, but I have limited time. If you don't
know that one, then I'll move on to this one, because it is about
what we're talking about.

The U.S. Federal Trade Commission had charges that Microsoft
violated children's online privacy protection. This involves privacy
protection for us given what the age of consent is. There was a $20-
million settlement for that. I'm just wondering whether, in that case
under Microsoft, Canadian children were under the same violation
that took place in the settlement.

Some of these cases that I have here.... This isn't hard research.
This is from The New York Times. I'm not asking anything that's
unknown, based on preparation, or gotcha stuff. It's just The New
York Times information that you use your products to find.

I want to know if Canadian children had the same exposure that's
been settled in the United States.

Ms. Amanda Craig: We'd be really happy to follow up with
you. Unfortunately, I don't have that information today.

Mr. Brian Masse: Okay.

I just have one quick yes-or-no question for all the companies
with regard to the 3% digital services tax. Are you opposed to the
digital services tax that's been proposed by Canada? I'd be interest‐
ed to know the positions. I can go by company or individual.

I'll leave it in your hands, Mr. Chair, but I'd be interested to know
whether they support or oppose the tax, yes or no.
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● (1810)

Ms. Nicole Foster: I think the concerns with the digital services
tax are more about the timing, with Canada moving forward out of
step with other jurisdictions. There are fewer concerns about the tax
specifically. It's more the timing and alignment with other coun‐
tries.

Mr. Brian Masse: That's fair enough.
Ms. Rachel Curran: That's exactly our position as well. As long

as there is a globally harmonized approach, we're happy to pay
more tax and pay a digital services tax. Just don't make it a one-off.

Ms. Amanda Craig: We also support an internationally harmo‐
nized approach such as that being advanced at the OECD.

Ms. Jeanette Patell: We also support the OECD process and in‐
ternational corporate tax reform.

Mr. Brian Masse: Thank you for that.

There's a reason I asked that. I'm vice-chair of the Canada-U.S.
Inter-Parliamentary Group, and when we go to Washington, we
hear that congressional senators have been actively lobbied by your
companies to get them to tell us to oppose the tax. If you do a quick
search, you will find that many of the individuals are receiving fi‐
nancial donations.

With that, I think I'm out of time, Mr. Chair.
The Chair: You're way out of time, Mr. Masse, but I feel gener‐

ous tonight, as I've been with all members. That's how I do it.

Mr. Williams, the floor is yours for more or less five minutes.
Mr. Ryan Williams (Bay of Quinte, CPC): Yes, more or less.

Hopefully it will be seven.

Voices: Oh, oh!

Mr. Ryan Williams: Don't take away my time, Mr. Chair.

Thank you, witnesses.

I want to focus tonight on looking at international standards
catching up to those of some of our peers when it comes to mini‐
mizing harms to artists, creators and the general public. I know you
all agree: You have consumer products and you want to protect cre‐
ators and consumers.

A big concern of AI is people's control over how their likeness
could be used for profit where the likeness's value reflects an in‐
vestment by the individual...against online harms. Obviously, we
also want to protect consumer use and rights.

I'll note some of the biggest examples we have today.

I met with a group yesterday from Music Canada. There's an AI-
generated Johnny Cash who can sing Barbie Girl by Aqua perfect‐
ly. This is a computer system learning an artist and replicating
them. We can look to what could happen if that were used with
Michael Jackson or others to create full albums. Who's protecting
them? Are there laws to protect consumers and, of course, con‐
sumer rights?

The second one is deepfakes. They are very concerning. The
biggest example right now is Taylor Swift. That's also not just for
celebrities. Something a colleague of ours, Michelle Rempel Gar‐

ner, has been especially vocal on is the use of AI-generated fake
photos and videos for intimate partner violence.

Looking at those concerns and this material harm, how do each
of you see Canada catching up with the AIDA or existing legisla‐
tion and ensuring we protect consumer rights?

I'll start with Ms. Foster and we'll go around the room.

Ms. Nicole Foster: I have a household full of Swifties. We talk
about this at the dinner table.

I think you've raised a great example, actually, of where existing
legislation could be more purpose-built to solve a problem like that.
It is already illegal to share intimate images without consent. I think
adding clarification in the Criminal Code to ensure that this covers
AI-generated images is probably a more effective vehicle for ad‐
dressing that particular issue. I think Canada could act on that very
quickly and very efficiently.

The industry is working pretty hard to ensure that it is much easi‐
er to detect AI-generated content. Among the commitments we
made in July at the White House, we made a commitment to devel‐
op watermarking and other tools to detect generated content. By
November, we'd already released a watermarking tool within our
tightened AI model. The industry is also trying to move very quick‐
ly to address some of these harms and is obviously collaborating to
make sure that there are laws in place to address them, but there's
also what we can do on the technical side to help ensure that those
images are detected quickly.

The copyright question is a very hot topic, and the government
has had consultation on this. From a policy perspective, I think
there are two sides to consider. I think there's the AI training and
the data input. How do we allow for greater assurance that we have
great data to train models? There are techniques, too, on the output
side to ensure that we suppress copyrighted content. It is possible to
ensure that models have suppression techniques to ensure that
copyrighted content is not on the output side of the model
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It's good to separate the discussion into understanding the two
aspects of AI and ensure that we have good models that reflect
Canadian content as well. I think we should think about the fact
that most available models are dominated by either the Chinese lan‐
guage or English. There's a lack of, for example, French-language
content, but we have other minority languages in this country as
well. We want to make sure that we permit appropriate content use
for training models to ensure that we have access to Canadian-spe‐
cific large language models when we interact with them.
● (1815)

Ms. Rachel Curran: I'd agree with that.

The issue you've raised around deepfakes, both video and audio,
would not be addressed by Bill C-27, at least not anytime soon. I
know that the government made an announcement—I think to‐
day—around the issue of deepfakes and an intent to deal with them.
They could be dealt with very easily through an amendment to the
Criminal Code or existing legislation.

It's the same thing around election disinformation. If that's a
harm committee members are concerned about, that can be ad‐
dressed through a quick amendment to the Canada Elections Act.
There's even the Copyright Act on issues of creator rights. The use
of material in the context of AI development that impacts creator
rights can be dealt with through the Copyright Act as well.

There are existing statutes. We advocated previously for a sec‐
toral approach to AI regulation because of this, but those could all
be dealt with very quickly. They won't be dealt with in the context
of Bill C-27 quickly.

Ms. Amanda Craig: With regard to deepfakes, similar to my
colleague from AWS, we see an opportunity to either make adjust‐
ments to the Criminal Code or think about opportunities to address
that concern in the upcoming online harms legislation.

With regard to copyright, from our perspective there's a need to
think about how we're enabling the use of AI to advance the spread
of knowledge, to enable new creative works consistent with copy‐
right law and to protect the rights and needs of creators. We want to
continue to engage with partners and governments on how to
achieve those objectives. We think it's been really productive to
have the ongoing consultation that we've submitted a response to,
and we look forward to any further opportunities to follow up on
that.

Ms. Jeanette Patell: Similar to others, we see other vehicles as
being appropriate mechanisms to address the incredibly legitimate
concerns around images of that sort.

I want to be clear that for non-consensual images, we have a zero
tolerance policy on Google, regardless of whether those images are
synthetic. We provide tools to individuals who might find them‐
selves in that terrible situation so we can support them in address‐
ing it. We also have very clear policies with regard to our own gen‐
erative AI tools that ensure that generating sexually explicit content
of this sort is a prohibited use.

I think maybe my colleague Tulsee can also speak a bit to this
issue, because detection and watermarking are really important
technological advances where we're going to need a very collabora‐
tive approach.

The Chair: Unfortunately, we have a technical issue. We can't
hear you. Perhaps we'll have time to get back to you at a later point.

In any event, Mr. Williams, I'm sorry, but you are out of time.
We'll cut it off here. Hopefully you will have a chance to get back
to that.

Mr. Gaheer, the floor is yours.

● (1820)

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): Thank
you, Chair.

Thank you to the witnesses for making time for this committee.

My questions are largely for Microsoft.

Ms. Craig, how do you believe the government should approach
regulating a field that's evolving so rapidly, and how do you think
the AIDA gets it right in meeting that challenge? One of the exam‐
ples I think of is the initial schedule for high-impact systems that
can be edited as technology evolves and time goes on.

Ms. Amanda Craig: In the overall approach to legislation and
the regulation of technology and AI in particular, it is incredibly
important to think about establishing a framework and a process
through which you can iterate over time with appropriate guardrails
in place. One example is allowing the high-impact system schedule
to continue to reflect growing deployment of this technology and
new high-risk scenarios by adding to it over time, with appropriate
guardrails in place to ensure that the process by which that happens
also requires that additions reflect the same risk analysis and that a
threshold is being met to add to the schedule.

I think ensuring that the processes for implementing require‐
ments, for example, evolve over time with changing approaches to
safety systems for AI. That is important. Also, ensuring that the
risk-based approach is really foundational to the regulation will be
important, as will ensuring that the way the regulation applies is not
overly broad. Having onerous requirements applied to low-impact
systems restricts how Canadian businesses can continue to use AI
for lots of innovative purposes.

Mr. Iqwinder Gaheer: Regarding compliance, are the proposed
amendments are currently in the AIDA sufficiently specific for Mi‐
crosoft to plan compliance efforts, and would you already be in line
with some of those efforts given your existing internal structures?

Ms. Amanda Craig: The legislation and the recently proposed
amendments provide a high-level structure for requirements, and
through the implementation process, we expect there will be more
detail for defining the requirements.
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There is also the enforcement approach, in which there is an abil‐
ity—for example, through the power to audit—that is less specific.
There seems to be an opportunity to provide more detail to the im‐
plementation process about how organizations can demonstrate
compliance with the requirements that we defined in more detail.

From a Microsoft perspective, we have been working on internal
governance for responsible AI for seven years, and we have devel‐
oped a lot of these constructs internally, which we can think of as a
starting point. We can imagine a lot of other organizations may not
have been spending as much time on that issue or may not have as
many resources to apply to that issue. Providing more certainty on
how to comply will be of incredible value.

We have developed our responsible AI principles, and we've de‐
veloped a responsible AI standard to put those principles into prac‐
tice. It truly looks like a set of really specific goals and require‐
ments that apply to internal teams working on AI to fulfill practices
like ensuring that we are reducing bias and mitigating the risk of
bias and ensuring that we have sufficient transparency and account‐
ability built into our processes.

Mr. Iqwinder Gaheer: I'd like to ask the same question to the
panel generally. In terms of compliance to the AIDA, how is that
for your respective companies?

Ms. Rachel Curran: Maybe I can chime in here. I think Aman‐
da is being very diplomatic.

The AIDA, in a number of respects, goes well beyond the most
stringent proposal out there internationally, which is the EU AI Act.
It's already the subject of a lot of debate among member states. It
doesn't have the support of countries like France, for instance, who
want to ensure their own domestic industry is given a chance to
flourish.

The AIDA has created a standard that doesn't exist anywhere
else in the world, so if you're asking us if we would meet that stan‐
dard if it were imposed here, sure. We have the resources to meet it.
The compliance costs are incredibly high. Would that mean certain
products may not be launched in Canada? Maybe. However, all of
us work for companies that are able to meet very high thresholds
because we have the resources and money to do that.

It's going to have a significant negative impact on the Canadian
AI industry and on innovation in Canada. That's the word of cau‐
tion. Canada should make sure it's aligning itself with other juris‐
dictions. We're a relatively small market. The EU is setting a
benchmark that is world-leading. We should at the very least not
exceed that.
● (1825)

Ms. Nicole Foster: I echo the comments of the panel, but I hope
the committee is going to have the opportunity to hear from Cana‐
dian companies that deploy AI where AI is not their core business
but is deployed in their business. This is to understand the impact
that these kinds of regimes are going to have on the agriculture in‐
dustry, financial services industry, manufacturing industry and en‐
ergy industry.

This technology is being deployed not just by AI-developing
companies; our customers are in every sector of the economy in
Canada. I think the committee should really take some time to hear

from Canadian companies that are going to be impacted and that
leverage our services or may develop their own services. It should
be a high priority for this committee to hear from them.

Mr. Iqwinder Gaheer: Virtually too....

Ms. Jeanette Patell: From a Google perspective, obviously
we've been public in our commitment to having responsible AI
principles. My colleague Tulsee is at the centre of our governance
process around that, which is scalable and incredibly rigorous and
robust.

Similar to some of the comments we've heard from others, one of
the areas where you might want to consider a focus is in the defini‐
tion of “high impact”. Insert some considerations or factors for the
threshold of what would define a high-impact system. That might
provide clarity and flexibility as the technology involves. If you
think about the severity and probability of harm, scale of use, na‐
ture of the harm and these types of things, giving some guidance to
regulators will help provide the certainty and protections the gov‐
ernment is looking to establish here, while also giving clarity and
predictability to companies large and small that will need to build
the systems to comply with this.

I think we have a real opportunity right now to get this right from
the outset and build a coherent and consistent policy environment
for Canadian companies, which are going to need to be prepared to
succeed on the global stage.

Mr. Iqwinder Gaheer: Great. Thank you.

[Translation]

The Chair: Thank you very much.

Mr. Garon, you have the floor.

Mr. Jean-Denis Garon: Thank you, Mr. Chair.

I will continue with you, Ms. Curran. Please don’t see it as bad‐
gering; I could have put the question to anyone.

The industry—and I repeat, we like it—is trying to show us its
broad sense of responsibility, that it has principles and wants to
evolve. However, there seem to be things which might seem simple
for the broader public that should have been done but weren’t. We
are talking about identifying fakes, deep fakes and the rest.

Everyone is wondering why this hasn’t been done yet. I under‐
stand you are in a competitive environment.

I am wondering if, in the current environment, there isn’t a cost
in terms of market and profits when it comes to adopting ethical
standards that surpass those of one’s competitors.

[English]

Ms. Rachel Curran: To be clear, we don't allow deepfake video
and audio on our platform. We have developed a number of tools to
take them down and identify them.
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[Translation]
Mr. Jean-Denis Garon: Since we only have two minutes, I’ll go

quickly. My question is this: In the current environment, could rais‐
ing ethical standards above those of one’s competitors lead to a cost
in terms of market, profits or clientele? That is the crux of my ques‐
tion.

[English]
Ms. Rachel Curran: No, I don't think so. To the extent that we

want to be a trusted, credible brand, we want to be world-leading
and industry-leading in ethical standards. I think there is no nega‐
tive cost to that; there is a positive benefit. However, what we're
talking about here is the standard that Canada is setting in the regu‐
lation of AI systems. There will be a cost if that regulation, that
threshold, is set at a level that far outstrips those of our internation‐
al peers.

[Translation]
Mr. Jean-Denis Garon: Thank you.

My last question is for Ms. Craig.

High-impact systems are defined as those that pose a risk for
health, human rights or safety. If I understood correctly, those are
basically the criteria.

What about electoral interference and disinformation on a daily
basis?
● (1830)

[English]
Ms. Amanda Craig: I'm so sorry. The earpiece failed just as I

was listening to you.

[Translation]
Mr. Jean-Denis Garon: Can I get my 20 seconds back,

Mr. Chair?
The Chair: Let’s see if Ms. Craig is getting interpretation.

[English]
Ms. Amanda Craig: It just turned off. I'll try again.

[Translation]
Mr. Jean-Denis Garon: Can you hear me?

[English]
Ms. Amanda Craig: Yes.

[Translation]
Mr. Jean-Denis Garon: High-impact systems are defined here

as systems that pose risks for health, human rights or safety. That is
a nice definition. I’m not an expert and I don’t know what I think of
it, but it certainly is important.

However, I’d like to know where disinformation or electoral in‐
terference, for example, fit within these criteria.

Are they risks for health, human rights or safety? Might this defi‐
nition need to evolve at some point?

[English]

Ms. Amanda Craig: You're referring to sensitive uses. I think
there are ways to think about disinformation risk that would cer‐
tainly fit into the categories that I described regarding potential psy‐
chological harm or impact to human rights.

I think what's really important is that the approach to defining
what's high risk is clear and can evolve for changing challenges like
misinformation and disinformation. That's the opportunity in the
AIDA: to define clearly what's high risk and a process for evolving
it over time.

[Translation]

Mr. Jean-Denis Garon: Thank you.

[English]

Ms. Nicole Foster: I think your questioning also points out the
challenge of trying to have such broad, sweeping, horizontal legis‐
lation, because it's very difficult to try to capture all of these very
specific use cases in one piece of legislation. In a lot of cases, it ac‐
tually might make more sense, for example, to direct Health
Canada to look specifically at how to navigate complex use cases
that are occurring in the health care industry, or directing the finan‐
cial services regulator to deal more with those use cases.

Those are extremely complex use cases for people like us. While
we might be really smart at understanding AI policy and risk miti‐
gation, those are complex use cases that those regulators already
understand extremely well, and they understand how to manage
risk in those sectors very well.

As to the complexity of trying to create this broad legislation, it
might be more appropriate to direct Health Canada to see what
levers they have already to regulate AI in specific use cases, or OS‐
FI to look at the financial services sector—

Ms. Rachel Curran: I'm sorry to jump in here, but you can also
amend the legislation to identify specific use cases that you are
concerned about: If it's election disinformation or if it's delivery of
health care services or accommodation services, you can insert
those into this bill as specific cases that you want addressed. You
set a threshold for harm that is a materiality test, but then you can
list specific examples of use cases that you are particularly con‐
cerned about and that you want addressed.

[Translation]

The Chair: Thank you.

Ms. Patell, who is online, I give you the floor.

[English]

Ms. Jeanette Patell: Thank you.
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I just wanted to pick up on what Nicole Foster was saying, be‐
cause it's consistent with the approach that the United Kingdom is
taking. It really leans into the existing expertise that our sectoral
regulators have in the space. They can best understand the risks that
exist for their sectors, the actors in those sectors, and they know the
questions to ask. Maybe Canada can take a cue from how other
countries are approaching this specific question.
[Translation]

The Chair: Thank you.

Mr. Masse, you have the floor.
[English]

Mr. Brian Masse: Thank you, Mr. Chair.

This is the quandary we're in. We have to trust either this legisla‐
tion process or what we're hearing. This is where we're getting
mixed messages from a lot of witnesses.

My question is for Mr. DeVries. You're the director of privacy le‐
gal for Google. Perhaps you can answer this.

I know you've paid several different fines and penalties, most re‐
cently in an antitrust lawsuit in the U.S. for $700 million. Specifi‐
cally, you should hopefully know about the lawsuit you had where
you were secretly tracking the Internet use of millions of people
who thought they were browsing privately. For that, you were
fined $5 billion.

Were Canadians caught up in that too? If that is the case, are we
going to get compensated for it?
● (1835)

Mr. Will DeVries (Director, Privacy Legal, Google LLC): I'm
not aware of that settlement being outside of the United States,
where it was made, but our changes to the incognito mode we offer
in the Chrome browser—I'm actually using it right now—were
made globally. All users are benefiting from those changes, which
didn't change the functionality of the system but made it clearer
how you were using and what you were using.

Mr. Brian Masse: That's really helpful. I appreciate that.

The bottom line, then, is that the product had the same conse‐
quences whatever your national boundary. However, the U.S. and
its citizens got compensation for the situation because the legal case
went through there. Is that a good summary of how that took place?

Mr. Will DeVries: I would say that was not based on privacy
law—the same kind of law that the CPPA would consider in this
bill. That was based on private litigation. There is a different pri‐
vate litigation approach in the U.S. compared to in Canada, as you
know.

Mr. Brian Masse: That's where I'm struggling.

I appreciate the fact that you're open to saving taxes. I personally
get lobbied—and so do the rest of parliamentarians and senators
when we go U.S.—against Canada's position on the digital tax.

I'm raising that because the position of your companies is to fight
all of the fines and penalties that have been paid internationally,
mostly in the United States and other places. However, Canada has
the same products but doesn't get the same benefit of reparations.

Then, on top of that, we even have to wait for taxes to come in
from the OECD decision, which could take another decade.

I know that I'm out of time, Mr. Chair, but this is the disappoint‐
ment that I have. The challenge Canadians have over those who are
lobbying us on whether we act or don't act on this legislation is a
matter of trust: trust the administration and regulations, or trust the
companies and then keep a blind spot for Canadian consumers, be‐
cause our laws right now don't even give us the same compensation
that Americans and Europeans enjoy.

Thank you.

[Translation]

The Chair: Thank you, Mr. Masse.

Mr. Vis, you have the floor.

[English]

Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):
Thank you, Mr. Chair.

Thank you to all of the witnesses for an excellent discussion to‐
day. I'm going to move very quickly because I have a lot to cover in
a very short period of time.

Ms. Foster, proposed section 40 of the AIDA is in relation to
proposed sections 38 and 39. It's for a case where a company or an
individual has committed a crime in contravention of the act, and it
would apply a penalty of up to “5% of the person’s gross global
revenues in its financial year”.

Are you aware of any other legislation related to artificial intelli‐
gence that applies such a fine?

Ms. Nicole Foster: I'm not aware of any jurisdiction that has
such stringent fines or penalties.

Mr. Brad Vis: Can any of the other companies present comment
on the fine contained in proposed section 40 of the AIDA?

Ms. Rachel Curran: Similarly, we're not aware. We're equally
concerned about the remote-access provisions in the bill, which
would allow the AI commissioner to remotely access data from all
of our companies without any concern for privacy or protection of
that data.

Mr. Brad Vis: Ms. Craig, answer very quickly. Is it yes or no?

Ms. Amanda Craig: No, especially for the criminal provisions.
We're not aware of other OECD partners taking that approach.
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Mr. Brad Vis: I'll go to Google.
Ms. Jeanette Patell: No, we're not aware of anyone else taking

that approach. I would point out that the test is also a likelihood to
contravene, so it goes beyond what we tend to see.

Mr. Brad Vis: Thank you.

As to the data commissioner in proposed section 33 of the legis‐
lation, I'm particularly concerned about this, largely because in oth‐
er panels we've heard—and it's well known—that the Government
of Canada doesn't have the intellectual capacity to regulate AI.

I'm concerned that in this legislation we're going to be giving
very broad powers to regulators, and in some cases, the minister
may divest those powers—in the current form of the proposed
bill—to an artificial intelligence and data commissioner who re‐
ports directly to the minister. I'm concerned about this relationship
because it may create a conflict between multiple objectives con‐
tained in the Department of Industry, namely economic develop‐
ment and protecting citizens from online harms in this case.

Would any of the panellists be able to comment on whether they
believe an artificial intelligence and data commissioner, in the con‐
text of artificial intelligence, may be better served if that individual
or future government organization reports directly to Parliament
and not to the Minister of Industry?
● (1840)

Ms. Nicole Foster: I don't know if we have a super strong view
about that other than to say—just to repeat my previous com‐
ments—that I think it is very difficult for one organization or one
person to understand risk mitigation in financial services or health
care. These are very complex use cases. I would strongly recom‐
mend that the government consider devolving responsibilities of
overseeing AI in those sectors to those regulators specifically.

Mr. Brad Vis: Okay. Thank you.

Does anyone else want to comment on that?
Ms. Rachel Curran: I think it's a great idea to have an AI com‐

missioner report to Parliament rather than to the minister of the de‐
partment directly.

As we've said, the remote access provisions in here allow the
commissioner to conduct audits and access user data in a compa‐
ny's possession. That legal power is unprecedented in liberal
democracies, and even non-liberal countries.

Mr. Brad Vis: Thank you so much.

The next question I will direct to Google. When I said “Google”
earlier, my Pixel 3 said, “Hey, Brad. How's it going?”

The first iteration of this legislation is on privacy. We've had a
big discussion about sensitive information. I think it was equally
important in this section of the bill.

What we haven't talked a lot about with respect to AI up until to‐
day is the impact it's going to have on children. I heard one witness
earlier mention that we need to look at taking a proportionate ap‐
proach for high- and low-risk systems. Actually, I think everyone
has commented on this.

In the context of children, how would Google define sensitive in‐
formation as it relates to its policies and technologies applied to
children?

Ms. Jeanette Patell: Thank you for the opportunity to respond
to that.

Safety is our number one priority. We take a comprehensive ap‐
proach to child safety. That begins with designing age-appropriate
products, then providing settings and tools for parents and users to
make the right choices for them and, finally, having policies that we
enforce.

With regard to the specifics around the sensitivity of data from
children, maybe my colleague Will can speak to how we approach
privacy for children.

Mr. Will DeVries: Thank you.

With respect to the data related to AI, or any data, we're going to
take the circumstances of children into account, but obviously not
as a monolith. You're going to think of children who are younger,
whose parents will be very closely involved in their use of our
products and services. You're going to think about teenagers, who
have more agency but still are a special audience that needs consid‐
eration—

Mr. Brad Vis: I think that's the key point right there. I'm sorry
for interrupting.

The United Kingdom designed privacy legislation that was pro‐
portionate to age. Do we need to do something similar for artificial
intelligence regulation? Perhaps we need to be a little more explicit,
as it relates to high-impact systems, with designating certain ages
and with the impact the systems could have on the psychological
development of children.

Go ahead, Mr. DeVries.

Mr. Will DeVries: I'm happy to talk about that with respect to
data use in general. My colleague Jeanette could talk more broadly
about this in the context of the AI bill.

I'd say for children overall, yes, we need something that gives us
a framework as providers to design our products in relation to the
age of our different users. That's the framework that has emerged
globally. I think that's the same kind of idea we want to see here in
Canada.

Mr. Brad Vis: Thank you.

Finally, I have one more quick question for Microsoft related to
national defence.
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We haven't spoken a lot about national defence in the context of
artificial intelligence at this committee, largely because national de‐
fence is outside the scope of this regulation. What's interesting is
that we hear a lot about the possible harms that Canadians can face
from artificial intelligence designed by national defence systems in
countries such as Russia and China, which are being discussed right
now at the foreign interference commission that's taking place.

What is Microsoft doing with the Government of the United
States to counter some of the actions taken by China and Russia
with respect to AI and destabilizing democracies like Canada?
● (1845)

Mr. John Weigelt (National Technology Officer, Microsoft
Canada Inc.): We are in active conversations with governments
across North America regarding how we make sure our elections
are safe and how we ensure that we stamp out disinformation. We
also have strong connections with defence here. We see they are
putting in place AI programs that have responsible safeguards and
tools to ensure that there's proper human oversight in this new
world of conflict.

Mr. Brad Vis: Is there a possibility of overlap between the roles
of National Defence, personal security, the application of AI and
the threats we face? Does this need to be studied further?

Mr. John Weigelt: I believe absolutely it needs to be studied
further.

Mr. Brad Vis: Thank you.
[Translation]

The Chair: Thank you, Mr. Vis.

Mr. Turnbull, you have the floor.
[English]

Mr. Ryan Turnbull (Whitby, Lib.): Thanks, Chair.

Thanks to all the witnesses for being here today. I'm really find‐
ing the exchanges valuable. The insights and expertise you're shar‐
ing are making a big contribution to this conversation today, so
thanks for being here, all of you.

I think your companies are all very large, very profitable and
very successful, in part because of what my colleague Mr. Sorbara
said, which is that you're generating a lot of value for your cus‐
tomers. At the same time, I think all of you are trying to demon‐
strate leadership in responsible AI and the use of responsible AI.
That's great.

As legislators, of course, we have a big role to play, and we have
to make decisions based on what's in the public interest. I think
we're partners in that conversation, so I appreciate our ability to
work together and your candour in the comments you've made.

Earlier this week, we heard from Yoshua Bengio, who is some‐
times referred to as the godfather of AI. He was quite expressive of
the exponential benefits and risks that are growing as AI evolves.
This highlighted, at least from my perspective, the need for speed
in getting this legislation through Parliament.

Notwithstanding that there may need to be some amendments
and some changes, do all of you agree that as the Canadian govern‐

ment, we need to act with speed to make sure this legislation gets
done?

Can I ask each of you for a quick answer?

Go ahead, Ms. Foster.

Ms. Nicole Foster: To be honest, I don't know that the legisla‐
tion changes much about how we'll be approaching responsible AI.
It will change the level of compliance and the complexity we have
to comply with. It may, in one way, divert resources towards com‐
pliance and away from responsible AI development, but that would
not be a reason not to legislate. I don't think any of our companies
are slowing down our efforts to ensure the responsible deployment
of this technology, and we continue to rapidly innovate and invest
to ensure that we're doing the right things.

I think some of the existential risk is very theoretical, and I think
we're very focused on some of the real risks that need to be mitigat‐
ed in how AI is deployed today. We continue to invest in determin‐
ing what the next iteration of AI requires from AI developers. How
do we manage some of those emerging risks around hallucination
and toxicity, and how do we develop appropriate red teaming and
safety testing for these generative AI models?

I don't think it will change how we approach responsible AI, but
it might change—

Mr. Ryan Turnbull: I'm trying not to interrupt you. That wasn't
a short answer, but I appreciate that I'm asking you to answer a
tough question with a short answer. We politicians do that a lot, I
find, but I didn't do it intentionally.

I'm just trying to get a sense of whether you agree that speed is
necessary. I take it from what you're saying that you almost don't
need government legislation because you're already responsible in
AI development and usage. We could probably beg to differ, and
you have said already that that doesn't mean governments shouldn't
legislate.

I'll move along the line to Ms. Curran.



February 7, 2024 INDU-109 19

Ms. Rachel Curran: Yes, I do think speed is necessary, if for no
other reason than to maintain public confidence in AI and in our
products and services. I think it's important to get it right and make
sure that you don't step on the work that's being done by the Cana‐
dian AI ecosystem, but I think speed is a good idea. Passing some‐
thing is a good idea.
● (1850)

Mr. Ryan Turnbull: Thank you.

Go ahead, Ms. Craig.
Ms. Amanda Craig: We agree that there's a need to move quick‐

ly with amendments but also deliberately. My colleague mentioned
earlier the importance of consulting with other industry sectors.
That is one thing we think would be incredibly valuable because of
the breadth of impact, especially to lower-risk systems and how
they will impact Canadian businesses across sectors.

Mr. Ryan Turnbull: Thank you.

Ms. Patell, I see your hand up.
Ms. Jeanette Patell: We would go to the proverb “If you want to

go fast, go alone; if you want to go far, go together.” We see this as
a real global opportunity, and we want to go far together, so I think
this is one of those areas where we need to collaborate with interna‐
tional partners to get it right.

Mr. Ryan Turnbull: Great. Thank you for your comments there.

I'm going to ask another general question. How many of you
have adopted the voluntary code of conduct on the responsible de‐
velopment and management of advanced generative AI systems?

Ms. Foster, please give a short answer.
Ms. Nicole Foster: Which code of conduct is this? Is it the

Canadian one or the G7 one?
Mr. Ryan Turnbull: It's the code of conduct that the Govern‐

ment of Canada announced and produced after consultation.
Ms. Nicole Foster: We have aligned to the White House com‐

mitments and look to see those internationalized through an inter‐
national consensus.

Mr. Ryan Turnbull: That's not the Canadian code of conduct
but the American one. Got it.

Go ahead, Ms. Curran.
Ms. Rachel Curran: We asked to be included in the Canadian

code. We were told it was for Canadian companies only. We were
one of the first to sign on to the White House commitments. We are
signed on to other voluntary codes that are similar.

Mr. Ryan Turnbull: Thank you.

Go ahead, Ms. Craig.
Ms. Amanda Craig: We're also focused on the effort to define a

global standard or global code of conduct through the G7.
Mr. Ryan Turnbull: Okay.

Ms. Patell, is it the same for you?
Ms. Jeanette Patell: Similarly, we're focused on international

entities like the G7. That's an area where we can work with Canada,
which is also active in the development of that code of conduct.

Mr. Ryan Turnbull: Thank you.

I'm going to switch tracks here a bit. All of you have made com‐
ments on the definition of harm and defining material harm, but all
of you have described slightly different ways that you determine
that yourselves internally. I think that's what I heard. I can repeat
back some of the things I jotted down, but it sounded like there was
a slight variation in how you assess that internally. Most of you
have said that a lot of what you consider to be a high-impact system
depends upon the use case.

There are two questions here. Maybe I'll start with the use case
question, because I think it's probably the most difficult one. My
feeling is that if we were to try to predict all of the various use cas‐
es....

Ms. Curran, you said that we should identify the use cases we're
concerned about and then, I think you said, identify the threshold of
harm, if I'm not mistaken. I find that as regulators and legislators, it
would be very difficult to determine all of the various use cases. I'm
sure you can't predict use cases either. What I'm struggling with is
how that is a real approach for legislators to take. Could you re‐
spond to that?

Ms. Rachel Curran: I think you can do both things at the same
time. You can set a materiality threshold that's broad and potentially
applicable to an infinite variety of use cases and also outline specif‐
ic use cases that you are concerned about, including election disin‐
formation and the provision of health care services or employment
services. You can have an overriding threshold of materiality that
applies to a broad range, an infinite range, of potential use cases.

Mr. Ryan Turnbull: It would be sort of an inclusive set of use
cases that would be ever-expanding.

Ms. Rachel Curran: Yes. Exactly.

Mr. Ryan Turnbull: Would that not be through regulation, po‐
tentially? That would be the natural way to update that.

Ms. Rachel Curran: Yes, you could. I think our concern is that
the minister's proposed amendments identify use cases or specific
scenarios that we don't believe are high impact. That's where we've
identified concerns about things like content moderation and priori‐
tization, and also the fact that there is no threshold for harm in the
bill currently.

Mr. Ryan Turnbull: Do all of you agree that some threshold for
harm needs to be added to the bill?

Again, I'll start with you Ms. Curran, because you were respond‐
ing directly to my previous question. Then I can really quickly sur‐
vey the panel before my time is up.



20 INDU-109 February 7, 2024

● (1855)

Ms. Rachel Curran: Yes, we agree with that. There should be a
threshold for harm.

Mr. Ryan Turnbull: Okay.

Go ahead, Ms. Foster.
Ms. Nicole Foster: This is the incredibly challenging part of try‐

ing to horizontally regulate—
Mr. Ryan Turnbull: Tell me about it.

Voices: Oh, oh!
Ms. Nicole Foster: —one technology that has an incredible

breadth of sectoral applications. The depth and breadth of AI is im‐
mense. Trying to come up with something that factors in all of
these use cases is so difficult. The reason it's so difficult is that how
you manage harm or manage risk will be so specific to the data
you're working with, the population you're engaging with and who
will be interacting with these systems that trying to do this as a hor‐
izontal piece of legislation is a bit of a fool's errand.

Really, looking at different sectors and those who have the exper‐
tise in their sector will be a lot more specific and efficient from a
regulatory approach. These are the regulators that have expertise in
these complex sectors and that already manage risk.

I think there will be a need for a backstop piece of legislation.
Other countries have identified this. The U.K. has identified this as
an approach that they are looking at taking, but they are waiting to
legislate. They're doing the work by sector first and seeing where
the gaps that need to be filled.

I think what you're being asked to do as a committee and with
this piece of legislation is extremely difficult. It will be very diffi‐
cult to make sure that we get at the risks we want to target.

Mr. Ryan Turnbull: I feel the empathy building for our task.

Go ahead, Mr. Weigelt.
Mr. John Weigelt: Additional work needs to be done on the def‐

initions, perhaps taking a principles-based approach. One thing that
really surprised me when I was talking to an insurance underwriter
on their use of AI was that they don't use AI for all their claims ad‐
justments. They said 10% of their claims are silly and simple, so
they're going to have AI do the silly, simple ones. They'll get that
work out of the way and then keep people doing what people are
uniquely qualified to do, which is creativity, ingenuity and critical
thinking. That was taken off the table. If I look at harms and cate‐
gories of uses, do they fall into high-impact use because you're us‐
ing them for claims adjudication, whether it's the silly, simple ones
or not?

There is a need to go back and look at those definitions and look
at how these tools are actually implemented in the real world. I
don't think that's been done sufficiently across the broad communi‐
ties, as was said.

Mr. Ryan Turnbull: Ms. Patell, please respond very quickly, be‐
cause I know the chair is going to cut me off for sure, although he's
generous with everybody.

Ms. Jeanette Patell: No problem.

To your question about whether there should be a threshold or
some sort of test for harm, I think we would agree that there should
be. This is maybe just an issue of clarification, because elsewhere
in the bill there are references to significant or material harm.
Maybe what we really need to do is have some consistency in the
language.

The final thing I'll say here is that I think these recommendations
all speak to the ability to make some adjustments in this bill and
land it in a really workable place. If you have use cases that are
about the material harms you're concerned about, whether they're
health impacts or economic outcomes, insert some factors for what
a high-impact system is to give clarity there, establish a test for
harm or a threshold for harm and then enable and empower sectoral
regulators to do what they do best. They can draw upon their exten‐
sive expertise to apply that approach for their areas of regulation. I
think that can provide a path to having the type of flexible policy
framework you're looking to build.

Mr. Ryan Turnbull: Thank you very much.

[Translation]

The Chair: Thank you very much.

Mr. Genereux, you have the floor for five minutes.

Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐
ka—Rivière-du-Loup, CPC): Thank you, Mr. Chair.

I thank all the witnesses for being here with us.

Last Monday, when he appeared before this committee via video‐
conference, Mr. Bengio told us we had to move Bill C‑27 forward
quickly, because in a decade or even within two years, robots as
smart as humans could make decisions.

In today’s La Presse, an article on digital life shows that in 2019,
during the pandemic, your four respective companies and Apple
created nearly 1 million jobs. Since then, especially over the last
two years, over 125,000 of them were cut, and it’s not over.

Are these employees, who created tools through artificial intelli‐
gence, now paying for it by having their jobs eliminated? Is this the
start of a significant reduction in the number of employees?

I own an SME. As we speak, in the field of communications,
tools like ChatGPT can create websites in five minutes. Obviously,
it doesn’t take me five minutes to do it. One must adapt to today’s
reality.

In the future, will artificial intelligence help us to create more
jobs or fewer jobs in the field of information technology?

In fact, Ms. Craig, you talked about research and development. I
think Ms. Curran did too.

Could Bill C‑27 undermine research and development in Canada
if it sets out rules for artificial intelligence that are too strict?
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My questions are for everyone. You may answer one after the
other if you like.
● (1900)

[English]
Ms. Nicole Foster: I keep having to go first.

I can speak a bit about the impact on jobs. We're pretty conscious
of the fact that new technology changes the employment landscape.
Not very many of us work in facilities that have secretaries and re‐
ceptionists anymore. There are a lot of functions in those roles that
technology, for example, has taken away the need for. We'll defi‐
nitely experience a transition in our economy, but I think some of it
could be extremely beneficial.

As a country, when we think about AI adoption and where we
want to encourage strong AI adoption, we should look at sectors
where we already have labour shortages. Health care is a great ex‐
ample, and the construction industry is another example. Targeted
applications of AI can help alleviate labour shortages, and some of
the administrative burdens that doctors and nurses face can be alle‐
viated through different applications of AI to ensure that they're
able to focus more on patient care.

We expect to see change. I think in some cases, AI actually cre‐
ates new economic opportunity in different types of employment,
but change is a certainty.

Mr. Bernard Généreux: Go ahead, Madam Curran.
Ms. Rachel Curran: I agree with that. It will change the labour

market. I'm actually really optimistic about this. Some 200 years
ago, 72% of North American workers were farmers, and now there
are fewer than 2%. Sixty per cent of the jobs that existed in North
America in 2018 didn't exist in 1940, so I think we're going to cre‐
ate a whole new set of jobs. However, it is going to be incumbent
upon government and policy-makers to work with companies on
making sure we're training the labour force of the future and that
Canadians are getting the skills they need to enter what's going to
be a whole new workforce with a whole new set of jobs. I agree
with Nicole as well that in an era of labour shortages, AI is going to
be the best tool we have to solve some of those issues.

On the issue of research and development, our global AI research
is based in Montreal. Dr. Joelle Pineau, who I hope can appear be‐
fore this committee at some point, can talk to about the amazing
work she is doing out of Quebec to catalyze AI research globally.

I think the wrong regulatory framework and overreach or over-
regulation by the government are going to drive activity out of the
country. I would hate to see us lose it, because we are world leaders
when it comes to AI research.
[Translation]

Mr. Bernard Généreux: Ms. Craig, what is your answer?
[English]

The Chair: Please give a brief answer.
Mr. Bernard Généreux: Let's hear just on innovation and re‐

search.
Ms. Amanda Craig: I think because of the way the bill very

broadly affects even lower-risk technology, it could impact research

and innovation. It could dampen innovation and ultimately result in
a reluctance among Canadian businesses, including small and
medium-size businesses, to adopt AI and to feel confident that they
can meet regulatory requirements in using AI for innovation. It
could also ultimately impact the competitiveness of those business‐
es and of Canada.

● (1905)

[Translation]

The Chair: Thank you very much.

I now have to put an end to this round of questions.

I give the floor to Ms. Lapointe for five minutes.

[English]

Ms. Viviane Lapointe (Sudbury, Lib.): My first question is for
Ms. Curran.

The media reported on a recent decision by Meta to allow a ma‐
nipulated video of the President of the United States to remain on
your platform. I note that Meta's oversight board stated that the
loophole threatens elections worldwide and should be closed as
soon as possible. That's a pretty big and serious statement. I think
all Canadians want and expect Meta to adhere to the AIDA legisla‐
tion once implemented.

Can you tell the committee today what your organization cur‐
rently does to protect against altered video content, and what would
be done differently if the AIDA were applied?

Ms. Rachel Curran: We do have clear policies against manipu‐
lated media, whether it's video or audio, if it's misleading, and we
remove that kind of content.

We set up the oversight board a number of years ago to give us
guidance on some of our content policies, and that's exactly what
they have done in this instance. They have said that we made the
wrong decision in this case, and they have given us guidance on
how to apply our policies going forward. I think that's exactly what
we're going to do.

We have industry-leading tools that are going to help us detect
and remove AI-generated content. Certainly, for political ads and
social ads, we're requiring that advertisers now disclose when they
are using AI-generated content in those ads.

We just announced, for organic content, labelling requirements.
We are going to label any AI-generated content as AI-generated so
that users are aware, when they are seeing images on our platform,
that they are generated by artificial intelligence. We're working
with other industry members to make sure that we extend that to
video and audio when it's technically feasible. That work is under
way.

Ms. Viviane Lapointe: Thank you.

My next question is for all of the witnesses, and I will ask for
some brief responses.
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It's clear that governments need to work with social media plat‐
forms—we have heard that very loudly today—to protect both indi‐
viduals and critical infrastructure systems. Interoperability will be
key to that. Will this legislation help define expectations for your
organizations?

I will start with Ms. Foster.
Ms. Nicole Foster: I think as we engage in discussions about po‐

tential regulatory frameworks and guardrails, it always informs
how we approach where we think we need to focus in responsible
AI development and tooling for customers. We want to make sure
that our customers are able to comply with laws as they emerge.

Ms. Viviane Lapointe: Thank you.

Go ahead, Ms. Curran.
Ms. Rachel Curran: If the question is whether the AIDA is go‐

ing to help us set guardrails in Canada, the answer is maybe. It de‐
pends on where things land. If some of the amendments the minis‐
ter has proposed that we're concerned about are included in the leg‐
islation, I think we would need to think about how we respond to
that.

Overall, we think regulation is a good thing. We think guardrails
are a good thing. By and large, the AIDA in its original form is a
pretty good bill, so it's just a question of whether we can get the de‐
tails right.

Ms. Viviane Lapointe: Go ahead, Ms. Craig or Mr. Weigelt.
Mr. John Weigelt: Innovation, Science and Economic Develop‐

ment Canada has created a working group called the Canadian fo‐
rum for digital infrastructure resilience. I chair the AI/ML working
group, which is looking at critical infrastructure. It brings together a
variety of different companies to have these conversations. We're
working through and wrestling with the language in the AIDA defi‐
nitions and how that applies across critical infrastructure.

We, as companies, support critical infrastructure providers, but
we're not necessarily the providers ourselves, so the call to invite
others in the agricultural sector, the water sector and the manufac‐
turing sector to understand how these tools and solutions intersect
is going to be critically important as we move forward.
● (1910)

Ms. Viviane Lapointe: Thank you.

Now I'll ask our online witness.
Ms. Jeanette Patell: I think we're looking for more clarity. In or‐

der to answer your question, we really need to see some clarity both
in the legislation itself and in how it would be applied.

Ms. Viviane Lapointe: Thank you.
[Translation]

The Chair: Thank you very much, Ms. Lapointe.

Mr. Garon, you have the floor.
Mr. Jean-Denis Garon: Thank you, Mr. Chair.

We are coming nearly to the end of the testimony and this wit‐
ness panel’s appearance.

I am trying to form an opinion on what I heard. I am just trying
to see where you are at regarding regulation so that I can think
about it constructively.

I must admit I am a little confused.

On the one hand, when we asked all of you if this requires regu‐
lation, the answer was yes. When we asked you if quick action is
needed, the answer was yes.

On the other hand, when we got into the details, you told us that
Bill C‑27 is inadequate. It contains too many things and touches on
too many aspects. Then you sort of told us that a lot of legislation
would need changes. I noted down which ones we discussed today:
The Canada Health Act, the Canada Elections Act, the Personal In‐
formation Protection and Electronic Documents Act, the Criminal
Code, the Copyright Act, the Patent Act and measures specifically
targeting advertising for children. These types of changes would re‐
quire endless legislative work, especially with the type of Parlia‐
ment we’re sitting in today. In the end, it leads to us not having any
regulation.

Furthermore, I think if we presented a bill to you in which we
changed all of that legislation at the same time, you would probably
tell us we are coming back to the same problem at the start of
Bill C‑27, and it all boils down to the same thing.

If I understand correctly, it’s a matter of public relations and
strategy, among other things.

I have the bad habit of being very direct. I will therefore ask you
the following question: Isn’t this a rather clever way of telling us
that you don’t want any regulation?

Take all the time left to answer my question.

[English]

Ms. Nicole Foster: I don't think we're arguing for no regulation,
and we support good regulatory frameworks—all of us do. I think
where there is a need for speed, there are potential opportunities for
government to move more quickly with existing legislation.

[Translation]

Mr. Jean-Denis Garon: I will ask you a specific question.

Do you think that right now, Health Canada has the needed ex‐
pertise to do this quickly? The department sometimes has trouble
regulating medication.

Do you really think that the Chief Electoral Officer has the need‐
ed expertise to do this by the next election, which will be held in a
year?

[English]

Ms. Nicole Foster: I think they are in a position to regulate and
make decisions more quickly than it will take for this bill to pass,
develop regulations and then develop the expertise to understand a
Health Canada use case. I think those regulators are in a position to
understand where risks lie more quickly in those specific areas, yes.
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[Translation]
Mr. Jean-Denis Garon: I would like your companies to table

with the committee, in writing, the list of all the individual statutes
you think should be changed. That way, we have something rela‐
tively equivalent. It could be constructive. If you could do this, it
would be interesting. I’d like to read it.

Mr. Chair, I do indeed ask you to please follow up on that.

[English]
Ms. Nicole Foster: I think some laws may not even need to be

amended. The government may already have authorities that are
technologically neutral. A lot of the things the committee has dis‐
cussed or we hear discussed are already potentially addressed in ex‐
isting law, and if you applied the law in a technologically neutral
way, you may already have the powers to address those issues.

[Translation]
Mr. Jean-Denis Garon: In the interests of making a positive

contribution, your respective companies could each table a list of
every statute that could be changed, so that we have an equivalent.

Are you willing to do it?

[English]
Ms. Nicole Foster: I think what you've asked for is a significant

undertaking.

[Translation]
The Chair: Thank you, Mr. Garon.

The list must also be provided in both official languages after‐
wards, obviously.

Know that you can always submit documents to us. The request
has been made. You are free to provide what you think is relevant
through the clerk.

Mr. Bernard Généreux: Mr. Chair, I think Ms. Craig wants to
add something.

The Chair: Unfortunately, we don’t have enough time, because I
have to give the floor to Mr. Masse. I was a little too lax with ev‐
eryone’s turns.

Mr. Masse, you have the floor.

[English]
Mr. Brian Masse: Thank you, Mr. Chair. I appreciate this.

In response to Bill C-18, Ms. Curran, Meta pulled access to news
articles and sharing. One of the criticisms of that from many ex‐
perts was that it was going to make children and youth more vul‐
nerable to abuse. Your CEO, Mark Zuckerberg, at least apologized
to Americans during congressional hearings a few days ago for
what has taken place.

Can you explain to us—I'm trying to get at the trust factor here—
what type of analysis has continued from that point? Do you dis‐
agree with the experts about that exploitation taking place through
the products you have? Are we getting the same protections for our
youth?

I'm surprised that there hasn't been a general, wider apology. I
don't know what difference there is, other than citizenship, among
those who have succumbed to this, and it has caused significant
problems, including connections to suicide and self-harm. Can you
assure us on the committee that an analysis is continuously going
on with regard to the response to C-18 and whether or not Canadian
youth are further at risk because of the spread of misinformation,
which affects them mentally?
● (1915)

Ms. Rachel Curran: I think these are two separate issues. Youth
safety and youth exploitation online are a key, critical concern of
ours. We just announced the further rollout of an initiative with the
National Center for Missing & Exploited Children that is going to
ensure intimate images and sexploitation are more easily removed
from platforms. We're assigning an individual digital code to those
images. Youth can do that themselves from their devices without
sharing the image. Once that code is received by us and by
NCMEC, we can fan out to make sure that those images are not
shared more broadly on our platforms and across the Internet.

We are taking a number of steps to make sure that youth are pro‐
tected on our platforms. It's an ongoing battle, I have to say, and
we're working with other members of industry to make sure that
youth are protected.

That's very different from the issue of C-18 and online news con‐
tent, which we have had to remove as a compliance strategy in re‐
sponse to the government's legislation. We didn't want to have to
remove that news content. If we are carved out of that bill, we
would be happy to put it back up. I'm hopeful that we can continue
to work with the government on that front.

Mr. Brian Masse: I am almost out of time.

I am really concerned that the response to Bill C-18 is not the
same across different countries. The spread of misinformation relat‐
ed to the topics that I've noted is particularly troublesome.

Is there any analysis going on about Bill C-18 and the response
by Meta putting youth at greater risk or less risk with the spread of
misinformation? Again, your CEO has at least apologized to Amer‐
icans on this issue, but not to Canadians. In your response to Bill
C-18, is there an ongoing analysis on whether it has further harmed
and spread misinformation, affecting the mental health of young
people who are using your product?

Ms. Rachel Curran: Again, no other government has pursued
legislation like Bill C-18. We would be happy to work with the
government to put news content back up, if they are able to carve
us out of that bill. The Canadian government is unique in pursuing
that particular piece of legislation.

That is separate and apart from our efforts to protect youth on
our platforms, which are ongoing. We've had a number of recent
announcements in that respect. We're going to continue that work
very actively, because it's a key, critical priority for us.

Again, it's quite separate from the issue of news online in
Canada, which we have had to remove in response to the govern‐
ment's Online News Act.

The Chair: Thank you, Mr. Masse.
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We are out of time, but I'll just give one more minute to Mr.
Perkins for a last question. I hope he remembers this kind gesture
when we get to clause-by-clause.

Go ahead, Mr. Perkins.
Mr. Rick Perkins: I will remember all of your kind gestures,

and this is not the first one.

I have just a quick question, Mr. Weigelt.

I met with one earlier witness we had here who said that when it
comes to thinking in the future and artificial general intelligence,
something missing in the bill is the ability of the government to
regulate based on computing power. Should a clause be added to
the bill that gives the government the ability to adjust based on
computing power as time goes on?

Mr. John Weigelt: There are different schools of thought around
the computing power required for these models. We've certainly
seen the European Union put a metric out for that.

There are exciting new developments in what are called small
language models, SLMs, and a huge open-source community is

building very powerful models. I propose against looking at perfor‐
mance and CPU capacity. Look at capabilities instead and talk
about what these models actually do and what they provide.

Again, it's important that we put in place the guardrails to look
towards the future so that when these new tools come out, we have
powerful regulatory environments that help us protect Canadians
against the harm that could arise.

● (1920)

The Chair: Thank you very much.

Thank you to all of the witnesses today. It's been a fascinating
panel. Feel free to share with the committee, through the clerk, in
writing, whatever you feel is pertinent for us to consider as we go
through this process.

[Translation]

Thank you very much for participating in this meeting.

Meeting adjourned.
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